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Abstract: 

House Price Prediction focuses on the development of methods that use ML algorithms to accurately predict 

house prices. Machine learning has been expanding at a faster rate this decade. There are a lot of new 

algorithms and uses for Machine Learning every day. Among these applications, one may find journal 

articles on home price prediction. The need to model home price prediction has arisen due to the fact that 

property prices are growing annually. Customers may utilise these built models to choose the perfect home 

for their needs. This study explores the feasibility in predicting house prices concerning the 2019 data 

obtained from the property listings in Kuala Lumpur by using machine learning algorithms on the gathered 

data set. Data cleaning, data transformation, and data feature selection were performed sequentially on 

the dataset to get a clean dataset ready for training the models. These include RF, SVM, LightGBM, and 

GBR models to assess their prediction model. Hence, the Gradient Boosting Regressor model proved to be 

the best model since it produced the lowest MSE, RMSE, and the highest R2 score compared to the other 

models. The experimental results show the GBR model gets a higher 90% accuracy for house price 

prediction in terms of other models. The findings of this study can be used to inform stakeholders in the 

real estate, urban planning and investment markets regarding the need for high-quality data combined 

with suitable algorithms to assist in real estate price prediction. 

Keywords: Regression Models, GBR, House Prediction, Correlation Score, Machine Learning. 

1. Introduction 

The real estate market has grown rapidly in our nation in recent years, and many individuals are putting 

their money into it because of the potential for large profit gains. Similarly, the condition of real estate 

development in a certain area may be inferred from investment in real estate. If investment is brisk, for 

instance, it might indicate imbalanced development and a lack of supply. An indication of a steady real 

estate market in recent times is a lack of investment activity. Additionally, it reflects a city's development 

[1][2]. It does not, however, follow that more investment would result in better real estate development 

or greater benefits for investors. Negative conditions might arise, and some locations have suffered as a 

result. Furthermore, real estate investment (which has failed miserably in many areas due to a lack of 

demand) is a waste of money and reckless with regard to people's lives.  

Unpaid labour will also sometimes arise, leading to social unrest [3][4]. It is crucial to maintain control over 

real estate investments in order to avoid these kinds of circumstances. The government should actively 

develop realistic controls to manage the urbanization process and guarantee that the percentage of 
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investments in fixed assets stays at about 25%. This restriction is also not set in stone. Additionally, it is 

dependent on how the city develops [5][6]. 

This ratio may be suitably lowered after the first phase of urban growth since there is now no demand for 

as many homes. Trends in housing prices not only affect buyers and sellers but also provide insight into 

the state of the economy [7][8][9]. The number of bedrooms and bathrooms are just two of many variables 

that affect home values. A house's value may be influenced by its location, particularly if it's close to major 

thoroughfares, schools, retail centres, and places of employment in the area. Many methods have been 

created for the purpose of predicting home prices since manual house prediction has become challenging. 

Precise estimation of property values has always captivated purchasers, vendors, and financial institutions 

alike. Numerous scholars have already attempted to understand the enigmas surrounding the forecasting 

of housing values [10][11]. Building these models from historical data and using them to forecast new data 

is the basic process of ML. Our population is growing at an accelerated rate, which is driving up market 

demand for homes. Due to a shortage of employment, people are moving to rural areas for financial 

reasons. Consequently, there is a growing need for housing in cities. People incur financial losses because 

they are unaware of the true cost of that specific home. Several ML methods are used in this research to 

anticipate the house's price.[12][13][14]. Numerous problems face an organization when it lacks an 

accurate sales forecast model. Retailers, distributors, and manufacturers may all benefit from sales 

forecasts. Long-term projections facilitate business expansion, while short-term forecasts help with 

inventory control and production scheduling.  

In industries where goods have a limited shelf life, sales forecasting is essential to reduce revenue loss 

during periods of excess and scarcity [15][16][17]. The real estate market in Kuala Lumpur, like many 

metropolitan areas, is dynamic and influenced by a myriad of factors, including economic conditions, urban 

development, and demographic trends. For a variety of stakeholders, including prospective purchasers, real 

estate investors, legislators, and urban planners, an accurate assessment of housing costs is essential. 

Traditional methods of property valuation often fall short due to their inability to handle large datasets and 

complex relationships among variables. The advent of machine learning (ML) provides a robust alternative 

by leveraging data-driven approaches to uncover patterns and making precise predictions. The goal of this 

project is to employ cutting-edge ML approaches to improve the accuracy and dependability of home price 

forecasts. 

A. Contribution of the Study 

In the field of predicting housing prices via the use of regression models, this work provides a number of 

important advances. It is important to note the main contributions, which are as follows: 

• The research meticulously gathers and preprocesses data from many sources, including Kaggle 

and Google Maps, for Kuala Lumpur property listings. By considering amenity distances, which are 

crucial for home price prediction, this detailed technique improves the dataset's analytical 

usefulness. 

• The study compares the performance of several ML algorithms, including SVM, LightGBM, and GBR, 

revealing the superiority of GBR in predicting house prices. 

• The research uses correlation scores to determine the most important home price forecast 

elements. This method helps determine how characteristics affect model performance and directs 

future feature selection. 

• Model performance is assessed using RMSE, MAE, and R2. This detailed review compares model 

accuracy and predictive capability, with GBR being the most successful. 
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• The study finds research gaps including the need for more advanced algorithms and localized 

datasets by comparing models and noting their shortcomings. It stresses the need to use varied 

data sets and powerful machine learning to enhance home price projections. 

The structure of the paper is as follows. Background research on house prediction utilising the house price 

prediction dataset is presented in Section 2, Materials and methods are presented in Section 3, and 

suggestions for the comparison findings are covered in Section 4. Section 5 contains the study's conclusion 

and future directions. 

2. Literature Review 

This section offers a summary of the literature on the research done on regression analysis based on DL 

and ML in order to forecast home prices. In this study, Sagala and Cendriawan, (2022) offer a model that 

might be used to forecast home prices for businesses and help customers make business decisions. The 

process consisted of seven main steps: modelling, assessment, data standardisation, data cleansing, 

business understanding, and data understanding.  

This research uses data from the Maribel Ajar firm to create and evaluate a linear regression model for 

predicting housing prices. To achieve this, two pipelines are established on the Azure Platform. Two 

pipelines: One is for testing, and the other one is for training. That is followed by Power company 

Intelligence, which helps to visualise the data in the right manner for analysis of company performance. 

According to the results of the experiment, it got RMSE = 0. 0334 and R coefficient = 0. 7 in the model. 

There is perhaps a possibility of applying a more refined method of ML to improve the multiple linear 

regression method employed in this work for estimating and evaluating house prices based on data analysis 

and testing conducted for this work [18].  

This research investigates, Budiman et al., (2023) the problem of attempting to predict property prices 

based on the mentioned six classification algorithms, namely KNN, RF, GBM, XGBoost, and LR. 

Consequently, the ROC assessment showed that RF has the best result of 85. 32% for the R2 value and 

0.93 for AUC in estimating property prices. This Research shows that RF is comparable to other methods 

such as GBM, XGBoost, LR, and KNN and that the algorithm is useful in dealing with difficult and curved 

data sets [19]. In this paper, Ahtesham, Bawany and Fatima, (2020) Housing prices are predicted using 

the Gradient Boosting Model XGBoost.  

A publicly accessible dataset of 38,961 information about Karachi city was obtained from Pakistan's Open 

Real Estate Portal. Numerous studies have been conducted to forecast home prices in other nations; 

however, very little research has been done to forecast home prices in Pakistan. With 98% accuracy, our 

suggested model can forecast home prices [20].  

This paper, Thakur et al., (2022) aims to overcome the difficulties by thoroughly comprehending the 

elements that influence the nightly rates and offering a three-layered DNN solution with two outputs that 

has a 74.43% accuracy rate for pricing properties [21]. Based on the details the renter supplied about his 

home, these outputs show the lowest and highest sum he may charge [22].  

This paper, Lin et al., (2020) explains how AItalk supports cyber IoT devices, including scikit-learn and 

Tensor Layer, and expands AItalk for use in non- IoT applications. They illustrate how AItalk may flexibly 

include the aspects that significantly affect home prices using an example of property appraisal. They 

demonstrate that an additional 38% may be added to the forecast (value) accuracy by using variables 
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other than house profile characteristics. Additionally, they looked at the distributed AItalk structure's 3.7% 

communication overhead for valuing a single property [23]. 

Table-1 Presents comparative research on the prediction of house prices using a regression 

model and machine learning approaches 

Refere

nces 
Methodology Dataset Performance 

Limitations and 

Future Work 
[4] Linear Regression Maribel Ajar 

Company data 

RMSE = 0.0334, 

R 

coefficient = 0.7 

Model could be 

improved with more 

advanced machine 
learning Approaches. 

[5] Various ML methods (RF, 

GBM, XGBoost, LR, KNN) 

House price data Random Forest: 

R² 
= 85.32%, AUC 

= 0.93 

Other methods also 

show competitive 
performance, 

suggesting potential 
for further 

exploration of 
alternative 

algorithms. 
[6] XGBoost Karachi city 

dataset 
Accuracy = 98% There is a need for 

further validation and 

regional comparison 

notwithstanding the 
paucity of work done 

in Pakistan to 
forecast housing 

values. 
[7] Three-layered deep neural 

network 
Property rental 
data 

Accuracy = 
74.43% 

Models can 
dynamically adjust 

prices based on 
various factors. 

further improvement 

is needed for higher 
accuracy. 

[8] AI tools (scikit-learn, 

Tensor Layer) in AItalk 
framework 

House valuation 

data 

Improved 

accuracy by 
38% 

Future work includes 

investigating 
communication 

overhead and 
extending the 

model with more 
features for better 

performance. 

A. Research Gaps 

Numerous research gaps are exposed by comparing several housing price forecast models. While more 

sophisticated methods like Random Forest and XGBoost have demonstrated better performance in 

managing non-linear and complicated datasets, classic linear regression models only offer mediocre 

prediction accuracy. Still lacking, though, are thorough studies that use deep learning techniques, which 

could be able to capture more complex market dynamics. Prediction accuracy has also been demonstrated 

to be greatly increased by utilising non-traditional characteristics, such as those included by AI technologies 
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in Internet of Things applications. However, there hasn't been much study done on this strategy in the 

mainstream for predicting home prices. More localised datasets and models are required, as evidenced by 

the few research projects that concentrate on certain regional markets. To close these gaps and raise the 

precision and dependability of home price forecasts, enhanced machine learning techniques, the 

incorporation of varied feature sets, and localised market research are all urgently needed. 

3. Methodology 

In this section, the methodology that has been employed for the study is described. It is important to note 

that this section has many subsections. Additionally, it provides a concise summary of the dataset as well 

as the gathering methods. 

A. Research Design 

When aiming at creating a strong foundation for your house price prediction model, you started with data 

collection from Kaggle and Google Maps, with data specifically referring to property listings of Kuala Lumpur 

from the year 2019. In the preprocessing phase, it was necessary to do table, record, and attribute 

selection, data cleaning and attribute generation, wherein all these tasks were done in an iterative manner. 

This process caused the deletion of 21,995 rows with missing values in them and the remaining 31,899 

rows were fit for the next analysis. Some of the data transformation processes I performed include 

normalisation, aggregation and one hot encoding on the dataset. Feature importance was assessed using 

correlation scores, ranking features based on their absolute correlation with the target variable. The dataset 

was then split into training and testing subsets to ensure the model's ability to generalise. Finally, multiple 

machine learning algorithms—such as SVM, LightGBM, and GBR—were employed to develop and compare 

the predictive models. This whole process is shown in Figure 1. 

The following is a detailed description of the stages that make up the data flow chart. Figure 1: 

1) Data Collection 

The systematic process of collecting information or measurements from a variety of sources in order to 

build a dataset for analysis is referred to as data collection. The data collection involved using a dataset 

house price prediction from Kaggle and Google Maps, initially scraped from Kuala Lumpur property listings 

in 2019. 

2) Data Preprocessing 

An essential component of text mining methods and applications is the preprocessing approach. The text 

mining process starts with this phase. The final dataset was created during the data preparation stage by 

performing a number of operations, often repeatedly and in a random sequence. Among the duties were 

selecting tables, records, and attributes; cleaning and creating attributes; and transforming data for 

modelling tools. In this study, the initial dataset of real estate listings underwent cleansing and 

transformation. It was essential to discover and fix data cleaning problems, such as eliminating missing 

information. The dataset was enhanced in value for the research by data transformation. With Python, a 

total of 21,995 rows with missing data were found and eliminated, mostly in more than two columns, 

leaving 31,899 rows available for examination. 

Data Transformation: A database's tables and columns may be arranged with the least amount of 

redundancy by using data normalisation. Processing time and complexity are reduced as a result. 
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One Hot Encoding: One Hot Encoding is the process of converting numerical features from categorical 

variables so that they may be fed into algorithms for Deep Learning and Machine Learning. A binary vector 

is used to represent a categorical variable, and the length of the vector corresponds to the number of 

unique categories in the variable. 

 

Figure-1 Flowchart of house price prediction 

 

 

3) Feature Importance using Correlation Score 

The process of using correlation scores to order features according to their absolute values involves first 

calculating a correlation coefficient among every feature and a target variable. Relationship strength is 

indicated by higher absolute correlation values. Correlations for the target variable may be extracted, 

sorted, and the correlation matrix can be computed in Python. This is because the absolute value of 

correlation gives the measure of relevance and the closer it is to unity, the more significant the characteristic 

is. 

4) Data Splitting 

Data splitting is the process in which the dataset is divided into different parts for testing and training of 

the ML model. Often the data set is split into two parts; test data set, which accounts for about 20 percent 
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to test the model and the training data set which accounts for about 80 percent to train the model. This 

increases the chances of the model’s ability to generalise to new unseen data it has not seen before. 

5) Classification Models 

This section presents different ML algorithms that have been discussed to build house price prediction 

models. These models are made using the regressor models which include RF, LGBM, SVM, and GBR, and 

can be used to compare the results on the dataset used to predict the price of a house. 

a) Random Forest (RF) Regressor Model 

It is a collection of individual distinct decision trees that are combined to act as one model called the 

random forest. Each individual tree in a random forest returns to the predicted class, and the model selects 

the most popular one. This means that, where the combined models’ elements are disconnected, the 

ensemble makes more accurate predictions than each coupled model’s prediction. Cross-validation 

produces results with higher accuracy. A RFC can handle missing values while retaining the accuracy of a 

significant percentage of the data [13][24]. It is capable of managing a sizable data set with a higher 

degree of dimensionality. 

b) Light Gradient Boosting Machine (LightGBM) Regressor Model 

Classification and regression are two applications of gradient boosting, a type of ML algorithm. Combining 

models from various algorithms generates a novel iterative algorithm. Gradient boosting is a common ML 

algorithm that is widely used for its efficiency and accuracy. AdaBoost, or adaptive boosting, was the first 

algorithm and method to be created. From then, several algorithms and approaches were developed, 

including GBM and Model-Based Boosting (MBoost), followed by Cat Boost, XGBoost, and LightGBM [25]. 

IoT networks comprise of diverse devices with constrained resources. For this reason, any high-

performance security solution for IoT networks should use the lightweight regressor method. Algorithm for 

ML LightGBM [26]. 

c) Support Vector Machine (SVM) Regressor Model  

The primary use of SVM is as a classifier for identifying hyperplanes in an n-dimensional space (the number 

of features) that may effectively divide objects into distinct categories by optimising the distance among 

each category's data points and dividing hyperplane [27][28]. The features may be projected onto a higher 

dimensional plane, or the categorisation can be done inside the same feature space. Implies that because 

there is a kernel function that allows every data set to be linearly divided, data are easier to separate in 

higher-dimensional spaces. However, finding the kernel function is usually a matter of trial and error. 

d) Gradient Boosting Regressor (GBR) Model 

A regression technique similar to boosting is called gradient boosting [29][30]. Finding an approximation 

for the function 𝐹 ∗ (𝑥), which minimises the expected value of a specific loss function and thus connects 

instances 𝑥 to their matching output values 𝑦, 𝐿 (𝑦, 𝐹(𝑥)), is the aim of boosting gradient on a given training 

dataset mathematical equation. According to equation (1), GB creates a weighted sum of functions as an 

additive estimate of 𝐹 ∗ (𝑥): 

𝐹𝑚(𝑋)  =  𝐹𝑚 − 1(𝑋)  +  𝜌𝑚ℎ𝑚(𝑋)                                                                  (1) 
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Where 𝑝𝑚 is the weight of the mth function,ℎ𝑚(𝑋). The ensemble uses these functions as its models. 

Iterated construction of the estimate is used. To begin with, equation (2) provides a constant approximation 

of 𝐹 ∗ (𝑥): 

𝐹0(𝑥) = 𝑎𝑟𝑔𝑚𝑖𝑛 ∑  𝑁
𝑖=1 𝐿(𝑦𝑖 , 𝛼)                                                        (2) 

The observed value is denoted by yi while the model that results from merging the weak learners is 

represented by Fˆ(xi). The dependent variable's model predictions are measured using a loss function. 

Therefore, minimising a specified error metric between anticipated and observed values is the goal of the 

regressor algorithm [31]. 

4. Results and Discussion 

In this section, description of a dataset, performance metrics, and classifier statistics are included, which 

offers the outcomes that were acquired via the evaluation of the dataset that was utilized in this research. 

A. Dataset Description 

A House price prediction dataset from Kaggle and Google Maps, first collected from real estate listings in 

Kuala Lumpur, Malaysia in 2019, is used in this investigation. Eight variables made up the original dataset: 

price, location, size, kind of house, rooms, bathrooms, and furnishings. Using the Geocoder and Google 

Places Python scripts, four more variables were added: the distances to the closest hospital, school, retail 

Centre, and public transportation. Price in Ringgit Malaysia (MYR) is the goal variable in the final dataset, 

which has 12 variables and 53,883 observations. After the data was cleaned and transformed for data 

preparation, 31,899 rows with missing values were removed, allowing the remaining 21,995 rows to be 

used for analysis: 

 

Figure-2 Feature Importance for Property Price Prediction Using Gradient Boosting 

Regressor 
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In Figure 2, the bar graph represents a Gradient Boosting Regressor (GBR) to estimate property values, 

highlighting the significance of each attribute. A_area_m2, D_net_income, and C_coor_X_km are the 

characteristics that have the most influence, whereas A_new_constr has the least. The x-axis illustrates 

how each attribute affects the model's performance by displaying the R2 score's decline. 

B. Model Evaluation 

The performance of each model has been evaluated utilising a total of four distinct performance 

measures, which are as follows: RMSE, MAE, and R2 (R-Square). These various parameters are 

extensively used in the research studies: 

1) RMSE 

The RMSE calculates an average size of prediction mistakes without considering their direction. The 

corresponding equation is shown below in equation (3): 

𝑅𝑀𝑆𝐸 = √
1

𝑛
∑  𝑛

𝑖=1 (𝑦𝑖 − �̂�𝑖)2                                                      (3) 

2) MAE 

Without considering their direction, the MAE calculates the average size of the mistakes in a series of 

projections. Accuracy for continuous variables is measured. Equation (4) below displays the MAE metric's 

notation: 

𝑀𝐴𝐸 =
1

𝑛
∑  𝑛

𝑖=1 |𝑦𝑖 − �̂�𝑖|                                                        (4) 

3) R2 

The R2 coefficient, calculated as the variance ratio in the dependent variable that can be predicted from 

the independent variable or variables, is expressed as follows in equation (5): 

𝑅2 = 1 −
(∑  𝑛

𝑖=1 (𝑦𝑖−𝑦�̂�)2)/𝑛

(Σ𝑖=1
𝑛 (𝑦𝑖−𝑦�̂�)2)/𝑛

                                                        (5) 

In the following section, an outcome of experiments conducted on the ML regressor models for the house 

price prediction dataset is presented. Figures, graphs, and tables are the formats in which the results are 

presented. 

 

Figure-3 Two-way directional partial dependence plots for gradient boosting regressor 

model 
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Figure 3 represents a partial dependence plot in two directions for a Gradient Boosting Regressor (GBR) 

model. It illustrates the relationship between the target variable and two predictors: 'C coor X km' and an 

unidentified 'Y' coordinate. The contour lines show places where the model's predictions deviate from actual 

values. Understanding the interactions between the predictors and how they affect the model's output is 

made easier with the support of this visualization. 

 

Figure-4 Residual plots of the trained GBR 

Figure 4 displays a Residual plot of the trained GBR for house price prediction with 91% of R2: An abscissa 

axis with predicted prices on errors representing ordinate axis of a natural logarithm. GBR IS the best and 

fastest tor small dataset prediction. 

Table-2: GBR model performance for house price prediction 

Model MAE MSE RMSE R2 

GBR 0.126 0.033 0.18 0.91 

 

Figure-5 Bar graph of GBR performance of house price prediction 



E-ISSN: 3048-7021 (Online) 

 

166 

The performance of the GBR model for house price prediction is summarised in Table 2 and depicted in 

Figure 5. The model's MAE, which measures how accurate the forecast is, is 0.126. This means that there 

is not much of a difference on average between the anticipated and actual values of homes. The MSE 

stands at 0. 033 and is an average squared variance between actual and predicted values, which further 

illustrates the accuracy of the constructed model. RMSE of 0. 18 reveals the model’s ability to accurately 

predict home values with minimal mistakes and provides the standard deviation of the prediction errors. 

The relatively high accuracy of the model is, therefore, demonstrated by the R-Square (R2) of 0. 91, which 

means that it explains 91 percent of the changes to the target variable. These performance measures, 

taken together, show how accurate and dependable the GBR model is in predicting home prices. 

C. Comparative analysis 

The comparison to the forecasts of home prices based on machine learning has been made. In terms of 

performance measures, the following table presents a comparison of the comparative analysis and forecast 

home price prediction characteristics of a number of various ML regressor models. Table 3 shows the 

comparison of house price prediction with ML regressor models. 

Table-3 Comparing several models to forecast house price prediction 

Model MSE RMSE R2 

RF[32] 18.31 13.54 0.87 

LGBM[3 

3] 
0.4 0.21 0.9 

SVM[34] 0.1 1.1 0.82 

GBR 0.03 0.1 0.9 

 

Figure-5 Mean squared error comparison across different models 

Figure 5 represents the comparison among MSE models. GBR performs the best with an MSE of 0.03, 

indicating high predicted accuracy. RF performs the least well with the highest MSE of 18.31, showing the 

highest prediction errors, which shows the worst results in all models. 
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Figure-6 RMSE comparison models 

Figure 6 represents the comparison of different models for RMSE. In this, GBR performs the best with an 

RMSE of 0.1, indicating a smallest RMSE and thus higher predictive accuracy. SVM has an RMSE of 1.1, 

which suggests less accurate predictions compared to the other models. RF performs the least well with an 

RMSE of 13.54, indicating the highest prediction errors. 

 

Figure-7 Comparison of R2 Scores Across Different Models 

Figure 7 represents the comparison of R2 of various models. In this, LGBM and GBR perform well across 

all metrics with an R2 of 0.9, indicating strong predictive performance. RF follows closely with an R2 of 

0.87. SVM performs relatively less well an R2 of 0.82. Overall, Gradient Boosting Regressor (GBR) is the 

model that performs the best overall when evaluated across MSE, RMSE, and R2 metrics. With its lowest 

MSE of 0.03 it shows excellent predictive accuracy. However, GBR has the lowest RMSE of 0. 1, showing a 

reliable prediction with minimal bias. In addition, GBR has reasonable accuracy in many evaluation metrics 

and has the highest R2 = 0. 9 along with LGBM, meaning that it captures a large portion of the variability 

in the dependent variable. Due to higher prediction errors in comparison with the other models, Random 

forest (RF) yields the highest MSE = 18. 31 and RMSE = 13. 54. Although tested low on MSE and RMSE 

figures, SVM has an R2 of 0. 82, implying it captures less variance in the data than GBR, LGBM. 

Consequently, out of all the evaluated metrics in this comparison, GBR proves to be the most accurate and 

efficient model. 
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5. Conclusion and Future Scope 

House price prediction using RF and GB regressor and more, employed computational methods for the 

examination of the factors relating to the house price. Therefore, this study finds that machine learning 

algorithms can predict house prices from Kuala Lumpur real estate listings. The study finally comes to the 

conclusion that GBR is the most accurate and efficient in house price prediction for the Klang Valley, more 

precisely Kuala Lumpur Real Estate Market. As far as the evaluation metrics are concerned, the results 

indicate that the GBR model surpasses other ML models such as RF, SVM, and LGBM. In particular, it is 

noticed that the GBR gives the least MAE of 0. 126, MSE of 0. 033, and RMSE of 0. 18 with the highest 

value of R-Square (R2) = 0.91. This denoted that GBRs had a better accuracy predictor and stabilisation 

compared with others. Although, RF incurred the highest prediction errors followed by LGRE, SVM was less 

capable of explaining variations in the house prices having low R2 value, whereas, GBR outperformed all 

models and thereby, could be used reliably to forecast the house prices. The result of this research is that 

the quality of the data used and the selection of the algorithm are the factors that determine the success 

of real estate forecasting with machine learning. Decision makers in the industry of real estate, urban 

planning and investors in particular use such information to get reliable tools to work on changing market 

conditions. As for future work, socio-economic factors, environmental features, and time dynamics can be 

incorporated into the framework. Ensemble methods or deep learning models might improve forecast 

accuracy and resilience, especially for non-linear correlations and complicated housing market dynamics. 

Expanding the geographical area outside Kuala Lumpur or diversifying property kinds might increase model 

applicability. In volatile markets, models must be validated and refined against real- time data updates to 

remain relevant and reliable. Future research may advance real estate predictive analytics and improve 

global decision-making by enhancing methodology and combining varied datasets. 
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