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Abstract: 

The global market for real estate is quite large. Over the last several decades, there has been a notable 

increase in this domain. Consumers and other decision-makers may make better choices if an accurate 

forecast is made. Nonetheless, it remains difficult to create a model that can accurately forecast home 

values in such situations. This study paper suggests a house price prediction model based on ML that can 

better guess house prices. A mix of data pre-processing methods and ML algorithms are used at the same 

time in the suggested model. Using the Real Estate Dataset to test how well the proposed model works, 

the results show that it is much better than the current methods. The research highlights how important it 

is to handle null values and remove outliers from data in order to get better results. This study has 

attempted to implement various machine learning algorithms like XGB, GB, and LGBM algorithms. The 

models' performance is evaluated by employing metrics like MSE, MAE, Mean, RMSE, and standard 

deviation on the test dataset. From the experimental outcomes, the XGB model achieved RMSE= 2.45, 

MSE= 6.03, MAE=1.32, Mean=21.04, and standard deviation = 3.77. Based on these findings, advocate 

employing the DL technique for evaluating property values in future study. 

Keywords: Boston, House Price Prediction, Real State, Machine Learning. 

1. Introduction 

A house is an essential prerequisite for human survival, alongside food, water, and many other essential 

needs. With the improvement of people's living conditions, there was a significant surge in the demand for 

housing. While some individuals see their home as an investment or property, most people throughout the 

globe are purchasing a house for shelter or usage [1]. The national economy, people's livelihoods, interests 

and resources are all impacted by house prices, with a focus on the most efficient use of limited resources. 

The house price projection seems to be quite important as a consequence. The house price prediction must 

also be completed promptly, given the rapid expansion of the real estate sector and the ongoing 

development of the housing market. It is possible to predict property values across the whole real estate 

lifetime. Appropriate price prediction is required at various stages of real estate investment, development, 

construction, sales, distribution, leasing, subleasing, transfer, mortgage, gifting, expropriation, insurance, 

taxation, and dismantling in order to make decisions and take appropriate action [2]. For many home 

purchasers, sellers, developers, and other stakeholders, accurately estimating the value of a plot or house 

is a crucial undertaking. Houses are often bought and sold by both individuals and real estate companies; 

whereas individuals purchase homes to occupy or invest in, real estate organisations acquire them in order 
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to operate a business. However, assessing the property's cost is a challenge. Inadequate detection 

techniques have long caused over- and under-validation to plague the housing market. It's a very 

challenging chore as well. Although obvious factors like square footage, location, and age play a role in 

determining a property's worth, there are many more factors to consider, such as market inflation rates 

and the property's condition. ML, a subfield of AI, is used to do a throw analysis in order to circumvent 

these issues [3][4]. 

The advancement of science and technology has greatly simplified our daily life. Today, we make 

considerable use of information and communication technologies. In today's digital era, new technology 

arises every day that enhances people's living standards. This new technology may have both good and 

bad effects; the former is more common [5][1]. ML is a subfield of AI concerned with solving specific 

problems by analysing recorded or historical data with different techniques. Classification, association, 

grouping, and regression are all part of ML's repertoire of tasks. The two main applications of ML are 

predictive and descriptive modelling. The former uses ML to foretell the future, while the latter uses ML to 

learn something new from existing data [6]. 

Real estate professionals, city planners, and banks all have a vested interest in accurate home price 

forecasts, making this an important and consequential undertaking. The complicated nature of housing 

markets, affected by a multitude of non-linear variables, is frequently difficult for traditional statistical 

models to grasp. This study aims to bridge this gap by leveraging advanced ML models—specifically GB, 

XGB, and LGBM—to improve an accuracy of house price predictions. By meticulously preprocessing a 

comprehensive real estate dataset and rigorously comparing these models, the research offers a novel 

contribution through the identification of XGBoost as the most effective model, providing superior predictive 

performance as evidenced by the lowest error rates. This study is important because it examines model 

performance in depth, which provides practical insights for using ML in real estate, and it also points out 

the problems that may arise from overfitting, which may be fixed in future studies. 

1.1 Paper Contribution 

This research aims to build and implement a system for Boston house price prediction using Real Estate 

Dataset. Here are the key contributions of the research into house price prediction are as follows: 

• This study systematically compares the performance of GB, XGB, and LGBM models in predicting 

house prices. 

• To guarantee high-quality data and enhance model performance, the study presents novel 

approaches to data preparation, such as managing missing values, removing outliers, and 

engineering features. 

• The study employs a robust performance evaluation framework, utilizing metrics like RMSE, MAE, 

Mean, and Standard Deviation, to assess the accuracy and reliability of each model. 

• By analyzing model performance on both training and testing datasets, the research highlights the 

potential overfitting issues inherent in machine learning models. 

• The results show how financial institutions, urban planners, and real estate agents may benefit 

from using ML models for price prediction, and they provide important information for these fields. 

1.2 Organization of the paper 

The following is the framework for the remainder of the paper: After introducing relevant works from the 

last several years, Section II delves into the study methods, Section 3 clarifies each stage and phase, 

Section 4 reviews the findings, and Section 5 offers a conclusion and suggestions for future studies. 
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2. Related Work 

Predicting home values has been the subject of much research in the past. Results and accuracy levels 

have varied among methodology, procedures, and datasets. Some of the research is given in below: 

In [7], looked at how hybrid DL algorithms might enhance economic activity via improved home price 

prediction. The 82 variables and 2,930 samples that make up the Ames housing dataset were used to train 

DL and hedonic pricing models. This study adds to the growing body of evidence that suggests hybrid DL 

algorithms might be useful for property value prediction. Lastly, the report details the prediction model's 

goodness of fit. The hedonic regression model only achieved 52.03% R-squared, whereas the proposed 

CNN+LSTM+FCL hybrid DL model achieved the greatest R- squared score of 96.15%. 

In [8], worked using demographic data and sales records to predict future house values using a variety of 

ML methods, including XGBoost, RF, SVR, and ANNs. Our evaluation of each proposed model was conducted 

using Kaggle's "House Sales in King County, USA" dataset. The ANN model beats the competitors, according 

to our study. Its performance rate was 0.785 before turning and 0.887 after. With the adjustments made, 

XGBoost now ranks second with a performance rate of 0.886. Random Forest follows with a performance 

rate of 0.855. Finally, after a tweak, SVR's performance rate of 0.849 places it in fourth position. 

In [9], examined many ML methods for Saudi Arabian home price prediction and compared their 

performance. One way to test how well machine learning algorithms work is to utilise a dataset that contains 

property transactions. There are 59,846 entries divided across 13 columns in the datasets. There is a wide 

range of performance across the three algorithms— LR, RF, and DT—that were discussed. Random Forest 

had an R2-score of 0.65 after thorough study, a decision tree an R2-score of 0.30, and linear regression 

an R2-score of 0.06 after considerable examination. Neither the decision tree nor the linear regression 

approaches were as effective as Random Forest. 

In [10], suggest a model that utilises a stacking ensemble learning framework. This framework stacks three 

base learning models, including a CNN, an ensemble model (e.g., XGBoost, AdaBoost, or RF), and a simple 

linear regression technique, to produce predictions. The next step is to use linear regression to calibrate 

the forecast. A MAPE of 17.83% is achieved by the suggested model, which is much better than other 

baselines when compared to individual models. 

In [11], build a model that may predict house price for company and become a business decision for 

consumers. This research uses Maribel ajar corporate data to create a linear regression model for predicting 

house prices. Power Business Intelligence is used to visualise the findings in order to provide an accurate 

analysis of the company's performance. An experimental outcome showed that a model has an R- 

coefficient of 0.7 and an RMSE of 0.0334. The use of more advanced ML methods might enhance the 

algorithm; nonetheless, the results of this study's testing and data analysis show that the MLR model can 

evaluate and estimate house prices to some extent. 

In [12] Predicting home values is done using the Gradient Boosting Model XGBoost. The public may access 

this information, which includes 38,961 entries of Karachi city, via Pakistan’s Open Real Estate Portal. 

Although there is a lot of research on home price forecasting in other countries, Pakistan has seen 

surprisingly little analysis. With a prediction accuracy of 98%, our suggested model can accurately forecast 

future home prices. 

Table-1 provides a summary of literature review on house price prediction using ML techniques and 

methods. Also provide comparative analysis according to methods, dataset, and performance of the study. 
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Table-1 Summary of literature review on house price prediction using machine learning 

techniques 

Author Source Model used Results Contribution 

Sakri, Ali, & 

Ismail (2024) 

[7] 

Ames housing 

dataset (82 

variables, 2,930 

samples) 

Hybrid DL algorithms 

(CNN+LSTM+FCL) and 

Hedonic Regression 

R-squared: 

96.15% 

(CNN+LST

M+FCL), 

52.03% 

(Hedonic) 

Demonstrated the 

feasibility of using hybrid 

DL algorithms to predict 

house prices effectively. 

Simanungkali

t et al. 

(2023) [8] 

House Sales in 

King County, 

USA (Kaggle 

dataset) 

RF, XGBoost, SVR, ANN R-squared: 

0.887 

(ANN), 

0.886 

(XGBoost), 

0.855 (RF), 

0.849 

(SVR) 

ANN was identified as the 

most effective model for 

predicting house prices, 

particularly after tuning. 

Alshammari 

(2023) [9] 

Saudi Arabian 

real estate 

transaction 

datasets 

RF, DT, LR R-squared: 

0.65 (RF), 

0.30 (DT), 

0.06 (LR) 

Highlighted Random 

Forest as a best- 

performing model for 

forecasting house prices 

in Saudi Arabia. 

Srirutchatabo

on et al. 

(2021) [10] 

Combined data: 

house images 

and traditional 

features 

Stacking Ensemble (CNN, 

Random Forest, XGBoost, 

AdaBoost, LR) 

MAPE: 

17.83% 

Showed that stacking 

ensemble learning with 

CNN for image features 

outperformed individual 

models. 

Sagala & 

Cendriawan 

(2022) [11] 

Data from 

Maribel ajar 

company 

Linear Regression, Azure 

ML pipelines 

RMSE: 

0.0334, R 

coefficient: 

0.7 

Demonstrated the use of 

linear regression for 

business decisions and 

visualization using Power 

BI. 

Ahtesham, 

Bawany, & 

Fatima 

(2020) [12] 

Open Real 

Estate Portal Of 

Pakistan 

(38,961 

records) 

Gradient Boosting Model 

(XGBoost) 

Accuracy: 

98% 

Emphasized the 

effectiveness of XGBoost 

in predicting house prices 

in the context of 

Pakistan. 
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1.1 Research gap 

The use of ML and deep learning models to forecast home prices has come a long way, but there are still 

some gaps. The lack of cross-market generalizability in existing research is a major problem, particularly 

for developing countries where the majority of studies have focused on single areas. Furthermore, practical 

decision-making relies on interpretability, which is sometimes compromised by sophisticated models such 

as hybrid deep learning frameworks, despite their great accuracy. Unexplored areas include the capacity 

of models to scale bigger and more varied datasets and the incorporation of non- traditional data sources 

like social media or economic indicators. Additionally, there is a lack of attention given to ethical concerns, 

like data privacy and algorithmic bias. Finally, to fully understand the possibilities of emerging approaches 

like Graph Neural Networks or Transformers in this field, comparison studies are necessary. Filling these 

gaps might result in home price prediction models that are more accurate, easier to understand, and morally 

acceptable. 

3. Methodology 

Home price forecasting using ML approaches and techniques is the main focus of this study. The research 

methodology entails various steps and phases. The proposed research design starts with data collection. 

Firstly, collect the Real Estate Dataset from the Kaggle website. After that, conduct preprocessing to check 

information about the dataset, address missing values, and remove outliers to ensure data quality. The 

dataset is then divided into training and testing subsets, with 20% of the dataset being used for testing. 

The next step is to apply prediction models like Gradient Boosting, XGBoost, and LightGBM. Then, 

determine the model performance using a performance matrix including RMSE, MAE, mean, standard 

deviation, and MSE to assess accuracy and reliability. Figure 1 shows the suggested methodology's general 

structure for home prediction. 

 

Figure-1 Proposed flowchart for house price prediction 
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Below is an explanation of each stage in the suggested flowchart for predicting home prices using machine 

learning: 

Data collection 

A crucial first step in this study for predicting Boston property prices is gathering data. Retrieve Real Estate 

datasets for this project from the Kaggle website. Including continuous and binary-valued variables, this 

dataset has 506 instances with 14 features. A few of its characteristics include the average number of 

rooms, the crime rate, the rates of property taxes, and its closeness to the Charles River. 

Data Preprocessing 

Data pre-processing is a crucial step in information discovery activities and one of their key phases. There 

are a number of processes involved, including data reduction and transformation [13]. Correct data 

preparation procedures enable dataset data to remove null values and rename columns. The preprocessing 

stages are listed below: 

• Check info: It shows many details about our data, like the names of the columns, the number of 

features (non- null values) in each column, the kind of each column, memory use, etc. 

• Check null value: The purposeful lack of any object value is indicated by the null value. This 

fundamental JavaScript value is false when used for Boolean operations. 

Remove outliers 

Outlier anomalies in the dataset may have a significant impact on the outcomes of statistical analyses and 

models. A more robust and resilient data analysis may be achieved by the use of robust data preparation 

methods in ML, such as converting or cutting outliers, which limit the impact of extreme values. 

Train-Test Split 

The term "train-test data split" refers to the process of separating a dataset into its training and testing 

components. Because of this, we can evaluate a model's performance on the unseen data without bias, 

even if it wasn't utilized for training. Separate training and testing set of data were used in this investigation, 

with a 0.2 test size for each set. 

Classification model 

The following are a few examples of ML models that could be useful for home price prediction: gradient 

boost, XGBoost, and LGBM. 

1) Gradient boost (GB) 

One of the best ways to use the tree-based ensemble strategy is boosting, which remembers the leaf nodes' 

labels and weights and makes it easier to understand future predictions. One of the most popular machine 

learning methods is gradient boosting, a useful strategy that was presented by Chen et al. [14][15]. During 

the gradient-boosting operation, we may combine weak learners to create a strong learner. 

Classification in this method is iterative, with each feature's effect assessed in turn until a desired accuracy 

is reached using the residuals from the prior iteration [16]. Gradient descent is used to optimize a loss 

function L(Φ), which is then utilized to determine a residual. By adding the outcomes of a K sequential 

classifier functions, the final result Φ(X) is achieved in the following way: 
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�̂� = Φ(𝑋) = ∑  𝐾
𝑘=1 𝑓𝑘(𝑋)𝑓𝑘 ∈ 𝐹 … … … …                                           (1) 

The DT 𝑓𝑘 and a total number of iterations in the boosting technique are denoted by 𝐾. 

�̂� = ∑  𝐻
ℎ=1 𝑔ℎ(𝑥) … … …                                                       (2) 

This equation takes into account the number of trees (H) and the score (K) for each leaf of those trees. An 

extra perk is that XGBoost is unaffected by multicollinearity. With XGBoost, you may tweak the model's 

parameters to get the most out of them. Tuning the parameters is crucial for XGBoost to avoid overfitting 

and excessive model confusion. The XGBoost uses a lot of parameters, however, so this could be a pain. 

To get the most out of the hyper-parameter settings, we used a grid search with cross-validation. 

2) Extreme gradient boost (XGB) 

The XGBoost is the model that implements [17][18] gradient boosting technique. It is an adaptable and 

extensively used tool for developing tree boosting algorithms, which are capable of producing state-of-the-

art classification and performance. The outcome is produced by the XGBoost, which is an ensemble of 

regression trees. To get the ultimate score, we utilise the following equation (2). 

Light Gradient Boosting Machine (LGBM) LightGBM is a distributed GB method that is both open-source 

and very fast. Training is accelerated and memory consumption is decreased via the use of algorithms 

based on histograms. LLNs may benefit from LightGBM's efficiency, accuracy, and support for parallel 

learning, as well as its ease of use with big datasets. Additionally, LightGBM contains two techniques that 

work together: Gradient-based One Side Sampling (GOSS) and Exclusive Feature Bundling (EFB), which 

overcome the shortcomings of the histogram-based algorithm used in all GBDT (Gradient Boosting Decision 

Tree) frameworks [19]. 

Model evaluation 

The findings were analysed using well-respected academic performance metrics that centre on the 

confusion matrix. There are four main characteristics that display the data from the outcomes of the 

classifications and regressions in the matrix. This study uses some performance matrices that are explained 

below: 

RMSE: An indicator of the average dispersion of predictions from actual values, the RMSE compares the 

discrepancy between actual and predicted values in a collection. The following is the formula (3) to get 

RMSE: 

𝑅𝑀𝑆𝐸 = 𝑠𝑞𝑟𝑡(
1

𝑛
∗ 𝑠𝑢𝑚((𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑𝑖 − 𝑎𝑐𝑡𝑢𝑎𝑙𝑖)

2))…                                    (3) 

A number of datapoints in a dataset is denoted by n, the predicted value for an itch data point is forecasted 

as predicted, and an actual value for an itch data point is actually. 

Mean Absolute Error (MAE): MAE is a popular statistic for gauging a prediction model's accuracy. It 

considers the direction of the mistakes in a series of predictions but estimates their average size [20]. The 

formula (4) to calculate MAE is: 

𝑀𝐴𝐸 =
∑  𝑛

𝑖=1 |𝑦𝑖−�̂�𝑖|

𝑛
… … …                                                      (4) 

Where, 

𝑌 is an actual value, 
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𝑌 is the forecasted value, and 𝑛 is the number of observations 

MSE: MSE is a common way to measure the difference between the predicted and actual values in a 

regression issue. The predicted and actual values are squared and then averaged for the calculation. A 

decrease in the MSE score indicates better performance. To compute MSE, use formula (5): 

𝑀𝑆𝐸 =
1

𝑛
∑  𝑛

𝑖=1 𝑦𝑖 − �̂�𝑖)
2 … …                                                   (5) 

𝑌𝑖 is an actual value, 

𝑌𝑖 is the forecasted value, 

𝑛 is the number of observations 

4. Result Analysis and Discussion 

This section provides the experiment result analysis of proposed models and discussion of data analysis 

with EDA. This section also provides a comparative analysis with existing methods. To build a system for 

house price prediction use the Python simulation tool and its packages including NumPy, pandas, sci-kit-

learn, matplotlib, seaborn, etc. for the system implementation requires some hardware tools such as GPU, 

CPU, supercomputer, RAM, hard disk, and processor. The following results provide a better understanding 

of this system. 

3.1 Data Visualization with EDA 

Graphs, charts, maps, and other visual components are common ways that data and information are 

represented visually in data visualization. For people or audiences who may not be acquainted with the 

underlying numerical data, the primary goal of data visualization is to increase an accessibility, 

comprehension, and actionability of complicated data. The following visualization graphs of the Real Estate 

Dataset are provided below: 

 

Figure-3 Pair plot for dataset 
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The above figure 3 displays a pair plot of data. This figure illustrates a pairwise relationships between two 

variables, while the diagonal plots provide a view of the individual distributions for each variable. This setup 

allows for a comprehensive examination of how variables interact with each other and their characteristics. 

Figure-4 Scatterplot 

Figure 5 shows the scatterplots: the top one displays a negative correlation between ‘MEDV’ (Median Value 

of owner- occupied homes) and ‘CRIM’ (crime rate), where higher crime rates are associated with lower 

home values. In contrast, the bottom scatterplot, which plots ‘MEDV’ against variable ‘B,’ shows no distinct 

trend or correlation, as the data points are widely scattered and do not suggest a clear relationship between 

the variables. 

3.2 Experiment results 

In this section provides an experiment result of proposed ML models according to performance matrix 

including MAE, RMSE, MSE, Mean, and Standard deviation etc. 

Table-2 Proposed model performance on Real Estate Dataset 

Models MSE RMSE MAE Mean Std 

GB 7.00 2.64 1.35 20.96 3.67 

XGB 6.03 2.45 1.32 21.04 3.77 
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LGBM 7.21 2.68 1.38 20.99 3.46 

 

Figure-5 Bar graph for Proposed models performance 

The bar graph for the Proposed model’s performance shows in figure 5. In comparing the models, the XGB 

model outperforms the others, with the lowest MSE of 6.03, RMSE of 2.45, and MAE of 1.32, indicating 

superior accuracy and precision in its predictions. The GB model follows, with an MSE7.00, RMSE2.64, and 

MAE1.35. The LGBM model has the highest errors among the three, with an MSE7.21, RMSE2.68, and 

MAE1.38, making it the least accurate in this comparison. 

 

Figure-6 Comparison graph between mean and std 

The following figure 6 shows the mean and std comparison bar graph. The XGB model has the highest 

mean prediction (21.04) with a standard deviation of 3.77, indicating slightly more variability. The LGBM 
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model has a similar mean (20.99) but the lowest standard deviation (3.46), suggesting more consistent 

predictions. The GB model falls in between with a mean of 20.96 and a standard deviation of 3.67. 

 

Figure-7 RMSE comparison between training and testing for Gradient boost 

The above figure 7 shows the Training and Testing RMSE for Gradient boost. The GB model seems to be 

overfitting, since it performs well on training data but has difficulty generalising to new data, as its training 

RMSE is much lower than its testing RMSE. 

 

Figure-8 RMSE comparison between training and testing for XGBoost 

The XGBoost model's Training RMSE is much lower in Figure 8 than the Testing RMSE, which may indicate 

an overfitting situation in which the model performs well on training data but finds it difficult to generalise 

to new, unknown data. 
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Figure-9 RMSE comparison between training and testing for LGBM 

Figure 9 demonstrates the comparison of RMSE between the training and testing sets for LGBM. This might 

be due to overfitting, a phenomenon whereby a model performs well on training data but struggles to 

generalize new data. The figure shows that the LGBM model's Testing RMSE is around 2.5 times higher 

than its Training RMSE, which is around 1.0. 

3.3 Comparative analysis 

This section presents a comparison of the performance of a base and suggested model on a Real Estate 

Dataset with respect to MSE, RMSE, MAE, Mean, and Standard deviation. 

Table-3 Comparison between base and propose model performance 

Models MSE RMSE MAE Mean Std 

 

Propose 

GB 7.00 2.64 1.35 20.96 3.67 

XGB 6.03 2.45 1.32 21.04 3.77 

LGBM 7.21 2.68 1.38 20.99 3.46 

 

Base 

LiR 18.2 4.26 1.68 22.2 8.14 

DT 41.8 6.46 1.85 22.7 10.4 

RF 14.3 3.78 1.55 22.7 9.03 
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The following table 3 shows the comparison among base and proposed model performance. In this 

comparison, XGB model outperforms the other models and achieves lowest MSE of 6.03, RMSE of 2.45, 

and MAE of 1.32. It also maintains a stable mean of 21.04 and a standard deviation of 3.77, indicating 

consistent performance. In contrast, the baseline models, DT and LiR, exhibit significantly higher MSE and 

RMSE, with DT performing the worst. The GB and LGBM models also demonstrate competitive performance, 

with GB slightly outperforming LGBM. Overall, XGBoost is the best- performing model in this comparison, 

providing the most accurate predictions with the lowest error metrics. 

5. Conclusion and Future Work 

Clients and real estate agents are very interested in house price ranges because of the impact that house 

prices have on the economy. As a result of the annual increase in home prices, there is a growing demand 

for a method to forecast these costs. House prices are influenced by a variety of elements, such as location, 

number of bedrooms, and physical condition. These factors have historically been used for the purpose of 

making forecasts. However, proper knowledge and experience in this area is required to use these 

prediction algorithms. The use of machine learning methods has greatly increased our ability to forecast, 

analyse, and visualise property values. In order to anticipate housing prices, this article uses Gradient 

Boosting, XGBoost, and LGBM. Real estate dataset, which is accessible to the public, has 506 instances 

with 14 characteristics. The results of the experiment demonstrate that XGBoost is the most effective of 

the bunch, with continuously low error metrics (MSE: 6.03, RMSE: 2.45, MAE: 1.32) and steady means and 

standard deviations, suggesting that the forecasts are trustworthy and dependable. If hyperparameter 

optimisation and sophisticated feature engineering approaches are further investigated, the models' 

accuracy and resilience might be significantly improved. Data balancing, improved prediction models using 

a combination of ML and DL, and more city datasets will be used in the future. 
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